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Abstract
In recent years, 2.5D chiplet package designs have gained popular-
ity in system integration of heterogeneous technologies. Currently,
there exists no standard CAD flow that can design, analyze, and
optimize a complete heterogeneous 2.5D system. The traditional
die-by-die design approach does not consider any package layers
during extraction and optimization, and an accurate chiplet-package
extraction can not be applied to heterogeneous designs without fun-
damental changes in standard CAD tools. In this paper, we present
our Holistic and In-Context chiplet-package co-design flows for
high-performance high-density 2.5D systems using standard ASIC
CAD tools with zero overhead on IO pipeline depth. Our flow en-
compasses 2.5D-aware partitioning, chiplet-package co-planning,
in-context extraction, iterative optimization, and post-design anal-
ysis and verification of the entire 2.5D system. We design our pack-
age planner with a routing and pin-planning strategy to minimize
package routing congestion and timing overhead. An ARM Cortex-
M0-based microcontroller system is designed as the benchmark.
The performance gap to the reference 2D design reduces by 62.5%
when chip-package interactions are taken into account in the holis-
tic flow. Our in-context extraction achieves only 0.71% and 0.79%
error on ground and coupling capacitance on a homogeneous sys-
tem. Further, we implement a heterogeneous 2.5D system to demon-
strate our novel in-context design and optimization methodology.

Keywords
2.5D Design, Chiplet-Package Co-Optimization, Holistic, Hetero-
geneous, In-Context.

1 Introduction
In the post-Moore era, although transistor scaling and chip scal-
ing are saturated, demands for increased functionality, performance,
and bandwidth are still growing very fast. 2.5D integration technol-
ogy is gaining popularity in increasing device density and perfor-
mance at the system level. Moreover, it offers heterogenous inte-
gration and hardware security applications [13, 14]. To support this
integration scheme, the industry is developing compact and high-
performance Wafer-Level-Packaging (WLP) solutions. As depicted
in Fig. 1(a), in system integration schemes using Printed Circuit
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(a) PCB based integration scheme with ~250 µm pitch

Chip-Package gap = 30~50 µm
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(b) Flip-Chip integration scheme with ~20 µm pitch
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Figure 1: 2.5D integration schemes (a) PCB-based system, (b)
flip-chip with an organic interposer, (c) high-density integration
scheme such as wafer-level-packaging

Boards (PCB) the packages become sufficiently large compared to
the chips. Moreover, the long interconnects between different parts
of the system kill the system performance. The WLP integration so-
lutions, as depicted in Fig. 1(b), (c) have chip-scale packages with
a very fine pitch, and shorter interconnects, making them promis-
ing candidates for high-performance system design. In the last few
years, the industry has developed WLP technologies like eWLB [1],
SWIFT [5], and InFO [12]. All these technologies are bringing
chips and packages closer and closer in their every iteration.

In the current industry trend, all functional blocks of 2.5D sys-
tems are designed independently in their own design environments
and then mounted on package redistribution layers (RDL) as a com-
plete system [6, 7]. Fig. 2(a) illustrates this traditional flow. The
analysis and optimization of chiplets and the package are also con-
ducted separately, without consideration of the interactions between
them. This traditional flow is sufficient when the gap between chip
and package is large enough to make these interactions minimal.
As shown in Fig. 1(b), this gap is around 30-50µm in the Flip-Chip
WLP integration scheme. In such integration technologies, the tradi-
tional flow works fine. However, with the development of advanced
WLP processes like InFO, this gap is decreasing rapidly. Starting
from the order of 10µm, this gap was reduced to 1.5µm [11] within
a few years. With this trend, the chip-package gap will soon reduce
to the sub-micron level, making the interactions between chip and
package more prominent. As a result, to ensure system reliability
and signal integrity, chip-package interactions must be considered
in timing and power analyses. In the current industry approach, it is
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Figure 2: The traditional Die-by-Die design flow of a 2.5D sys-
tem versus our proposed chiplet-package co-design flow with
standard CAD tools

not possible to accurately capture the interactions among the tightly-
connected components of a 2.5D system. Standard design flow is in
demand to fill in the missing pieces and address the new challenges
of 2.5D system design.

In the die-by-die design approach, it is possible to achieve the
shortest design time using off-the-shelf chiplets to implement a 2.5D
system. In this flow, chiplets and the package never actually inter-
act with each other until after they are manufactured as a complete
system. As seen in Fig. 2(a), all steps of design and optimization
are performed independently in their own environments. However,
to extract the best performance out of the system and to achieve
high system reliability optimizations and analysis in each design
step need to be performed in a holistic [10] way rather than con-
sidering individual parts independently without taking into account
rest of the system.

Although the holistic design method is powerful and adaptive to
any technologies, one fundamental issue is that it cannot be applied
to heterogeneous systems using standard ASIC tools. The hetero-
geneity consists of multiple chiplets that are implemented in dif-
ferent technologies. For example, AMD designed a processor core
chiplet in 7nm with an IO chiplet in 14/12nm technology. For a
small design house, one challenge to implementing such designs is
the limitation of the CAD tools. In addition, some designs are intrin-
sically very small in area and power budget, such as IoT devices.
Having a large/high-performance IO system will create too much
overhead for such system to be implemented with multiple chiplets.
One solution is to allow highly-customized IO interface to be used
between chiplets which can be simplified into a few standard cells.
However, as these cells are not designed for driving long RDL wires
with many technology variations, parasitics and STA analysis must
be performed very carefully to avoid potential violations. To over-
come these challenges, it is essential to design a CAD method for
low-cost IO systems that reduces timing and power overheads but
still captures all couplings between the chiplet and package to en-
sure all design constraints are met.

In this paper, we propose a chiplet-package co-optimization flow
that incorporates the features required to achieve the design goals
in a high-density 2.5D integration technology. Fig. 2(b) shows the
overall steps of our flow. In this flow, we design 2.5D packages
together with chiplets in the same design environment of the ex-
isting commercial chip design tools. This enables the exchange of
necessary design information between the chiplets and the pack-
age during design and optimization steps. We also propose a novel
in-context method to design heterogeneous systems using standard
ASIC CAD tools. Our flows use all standard libraries to design cus-
tom pin drivers, achieve zero overhead on pipeline depth, and mini-
mize the timing and power overhead.

Through the work presented in this paper, we claim the following
contributions: (1) A unified tool flow that, for the first time, designs
and optimizes chiplets and the package of high-density 2.5D sys-
tems together taking into account the mutual interactions between
them; (2) A new holistic parasitic extraction and STA analysis flow
for homogeneous 2.5D systems with chiplets and the package con-
sidered together; (3) A new in-context parasitic extraction and STA
analysis flow for heterogeneous 2.5D systems with chiplets-package
interactions captured; (4) A comparative study between two 2.5D
designs to validate our Drop-in design approach and demonstrate
chiplet-package interaction impacts on two 2.5D systems Perfor-
mance, Power, and Area (PPA).

To our best knowledge, there exists no other tool flow that im-
plements holistic planning and optimizations of high-density 2.5D
systems, including placement and routing of chiplets and the pack-
ages together using commercial chip design tools.

2 CAD Flow and Reference Design
Our overall flow is demonstrated in Fig. 2(b). This flow is based on
a previous work [4] that proposed a basic holistic design methodol-
ogy for 2.5D systems. The first step of the flow is partitioning the
synthesized netlist into chiplets. The partitioning tool takes into ac-
count the impacts of RDL and possible solution cases enabled by
2.5D integration while exploring the partition solutions. After par-
titioning, we perform the planning of chiplets and the package to-
gether in the same design environment. The PDK is modified to in-
clude the package layers along with the chiplet routing layers. Next,
we generate an initial package routing and estimate the wire-loads
at the chiplet pins. Then, we split the overall design into individual
chiplet and package sub-designs for parallel implementation. After
the co-planning and RDL routing, the chiplets and package can all
be implemented independently in their own design environments,
with constraints propagated from the top level.

Individual chiplets are implemented following the traditional 2D
flow, using the top-level constraints and estimated package wire-
loads. After the first iteration of placement and routing, the en-
tire system is assembled for extraction. With this assembly, the ex-
traction tool can capture the interactions among the routing layers
across chiplets and the package. Using the extracted parasitics, we
create timing contexts for the chiplets and perform the second it-
eration of chiplet design using these contexts. This ensures holis-
tic optimization of the system and improves system performance if
possible. Additional iterations can be carried out if there is scope
of more improvement. Finally, we assemble all the finished designs
and perform extraction for analysis and sign-off verifications.
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Figure 3: System architecture and chiplet partitions of the
Cortex-M0-based reference design

For our case study, we design a micro-controller system based on
ARM Cortex-M0 core using our flow with Nangate45nm PDK. The
system consists of 16KB of memory and some peripheral devices
commonly found in a micro-controller system, like UART, timers,
etc. The processor core is connected to an AHB bus, which acts as
the bridge to the rest of the system. The 16KB memory system has
four 4KB banks. We further subdivide the 4KB banks into four 1KB
memory blocks. With such a granular design of the memory system,
we have more options while performing partition and floorplan. The
system architecture and chiplet partitions of the micro-controller
system are shown in Fig. 3. The core-chiplet contains all the logic
blocks and 8KB memory while the mem-chiplet contains only the
rest 8KB of the memory. We use OpenRAM [2] memory compiler
to compile the 1KB memory module with a one-byte word size.

Currently, standard chip design CAD tools do not support pack-
age routing layers. To perform holistic planning and verification of
a 2.5D system, we need to load the chiplet and package designs
in the same design environment. For this reason, we modify the
Nangate45nm technology to support both chiplets and the package
designs together in a chip design environment. We use M1-M7 for
chiplet internal routing and adjust the top three layers, M8-M10, to
mimic TSMC 2.5D InFO package routing layers. Table 1 and Fig. 4
together describe our settings for the package layers.

3 Chiplet-Package Co-Planning and Modeling
In the traditional flow, floorplans of package and chiplets are pre-
pared independently, without considering the interactions among
them. If the package routing is not planned carefully, though each
chiplet might achieve very high performance, the entire system will
perform poorly because of the timing bottlenecks through package
wires. At this step of our flow, we aim to plan the chiplet pin con-
figuration and package floorplan in a holistic way to minimize the
package-routing-related issues.

3.1 Package Floorplanning and RDL Routing
In 2.5D systems, the RDL wires act as the timing bottlenecks, so
performance and signal integrity considerations play the main role
in RDL routing. Existing works [3, 8, 9] try to solve the routabil-
ity between chiplet pins in the system. However, there are much
fewer RDL nets compared to intra-chip connections. As a result,
routability and minimization of total wire-length are not the primary
concerns. We develop an RDL planning tool that implements our
strategy of chiplet-package floorplanning. It takes in chiplet netlists,
technology, and timing information to generate package floorplan,
RDL routing, and package wire-load estimations.

RDL1 (M8)

RDL2 (M9)

RDL3 (M10)

Cont. Pads (via7)

Figure 4: Package redistribution layer stack of our modified
Nangate45 PDK

Table 1: Parameters (in µm) of our modified Nangate45 PDK
routing layers

M6 via6 M7 via7 RDL1 viaR1 RDL2 viaR2 RDL3
Height 2.28 3.08 3.9 7.5 12.5 17.5 22.5 27.5 32.5
Thickness 0.8 0.82 3.6 5 5 5 5 5 5
Width 0.4 0.4 2 5 10 10 10 10 10
Spacing 0.4 0.44 2 10 10 20 10 20 10

In our strategy, we focus on developing a compact RDL routing
plan with short and uniform wire-lengths to minimize routing is-
sues like congestion, detours, and unequal bus wire delays between
chiplets. We consider two chiplets at a time at the track assignment
step. At first, we assign tracks to the pins of each chiplet separately.
Then, a package floorplan is determined that connects all the tracks
between the chiplets. Two pins of different chiplets assigned to the
same track are considered connected through the package wires.
Fig. 5 shows the routing generated following our strategy. With the
connectivity defined, signal assignment of the chiplet pins are deter-
mined using a greedy strategy based on net-slacks reported by the
synthesis tool.

3.2 Package Wireload Estimation
After RDL routing, we calculate a rough estimation of package
wire-loads at the chiplet pins for the first iteration of chiplet im-
plementation. For this estimation, package wire-load is calculated
as a linear function of the wire-length. This estimation is used to
inform the chiplet implementation tool about the loads at the out-
put of the driving cells of the pins. Being aware of the output load,
during the optimization steps, it can make necessary adjustments
like buffer insertion, cell resizing at the output nets. After the first
iteration of chiplet implementation, we extract the parasitics from
the assembled design and use it to complete the second iteration
of chiplet implementation. Subsequent iterations can be performed
until design timing results converge. However, if the first estimate
is good enough, the second iteration should be sufficient to meet a
practical performance goal.

4 Chiplet-Package Co-Design and Optimization
The physical design of individual chiplets and the package can be
performed using any commercial chip design environment that sup-
ports hierarchical design flow. With the modified version of Nan-
gate45nm technology, we load the entire system, chiplets and the
package together, into the design environment. The chiplets are de-
fined as modules in the partitioned netlist. We perform the place-
ment and pin assignment of each module (chiplet) and package
routing using scripts generated by our RDL planner tool. Then, we
extract the timing budgets of chiplets and the package. After this
step, the modules are separated as hierarchical sub-designs, and the
package design is saved as the top-level design.
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4.1 Chiplet Implementation
During implementation, each chiplet is treated as a single 2D chip
and designed using traditional chip design techniques. We modify
the chiplet design constraint files to include the wire-loads at the
chiplet pins estimated by our RDL planner tool. We already have
the pin placement and the initial floorplan prepared at the top level.
However, this floorplan can be adjusted if necessary as long as pin
configurations are unchanged. After the floorplan is finalized, the
power distribution network is designed to ensure uniform power de-
livery to all the parts of the chiplet. Then, we use standard tools
to perform the standard cell placement, power routing, clock net-
work design, routing, and timing optimization. Lastly, filler cells
and metal fills are added to finish the chiplet design. Fig. 6(a) shows
the core-chiplet, which contains all the logic blocks and 8KB mem-
ory. Fig. 6(b) shows the extended memory chiplet, which contains
the other 8KB memory.

4.2 Package Implementation
With the timing budget and RDL plans generated by the RDL plan-
ner tool, package designing can be finished in parallel alongside the
chiplet implementations. However, more accurate and reliable op-
timizations can be performed on the package design if we use the
chiplets interface timing models extracted after their implementa-
tions are complete. Because of the differences in the package and
chip routing techniques, chip routing tools do not produce good
routing for the package routing layers. Based on the strategy ex-
plained in Section 3, our RDL planner generates routing scripts for
package routing. We utilize these scripts to perform the routing be-
tween the chiplets. After inter-chiplet routing is finished, we manu-
ally route the rest of the I/O pins of the core-chiplet to the package
I/O pads. Fig. 7(b),(c) show the package routing of the two versions
of the example 2.5D system designed using the Drop-in method.
The package wires connecting the two chiplets in Fig. 7(c) resem-
ble the routing generated by the RDL planner tool.

4.3 Holistic Extraction
With implemented chiplets and the package layouts, they are ready
to be assembled in the integrated design environment again. We
load the modified version of Nangate45nm PDK in the chip design

tool and assemble the chiplets on the top-level design (package de-
sign) using the partitions assemble commands of the tool. Though
this is a common step in the traditional 2D chip design flow, in
2.5D systems, it is the step to harness some important benefits of
this integration technology. Various interesting design techniques
like plug-and-play [6], Drop-in design can be adopted at this step.

Using the Drop-in approach, we design two 2.5D systems with
the chiplets. Fig. 7(b) and (c) resemble these two systems. As both
chiplets and the package are together in the same environment, it
is possible to accurately capture the interactions among them. This
creates a scope to perform some incremental optimizations of each
part of the system to further improve the overall system perfor-
mance and reliability. Fig. 7(d) is a zoomed-in view of the assem-
bled system that clearly shows wires from the chiplet and package
altogether. The wide horizontal wire marked RDL3 is a package
wire connecting pins of the two chiplets. The vertical wire marked
M6 is a part of the power ring within the core-chiplet. The horizon-
tal wires marked M1 are core-chiplet wires that connect the power
and ground rails of the standard cell rows to the power/ground ring
on M6.

4.4 Iterative Optimizations
After design assembly and extraction, we run analysis to verify sys-
tem performance. In this first iteration, as the package wire-loads
are just rough estimates, we almost always expect some room for
improvement. After the first iteration of design assembly, the extrac-
tion tool can provide accurate parasitic information, and the analy-
sis tool can generate a tighter timing budget. In the following itera-
tions, instead of using the estimated wire-loads and timing budgets,
we use the timing contexts extracted after design assemble of pre-
vious iteration. With the new implementation of the chiplets, we
can perform another round of design-assemble and analysis. There
can be multiple iterations of this process, each time with more ac-
curate parasitics and timing budget until it is no longer possible to
improve system performance or the target performance is met. How-
ever, with a good estimation generated by our RDL planner, only a
second iteration would be enough to verify and close the discrepan-
cies. To justify this argument, in the next section, we present three
design cases with no estimate, a rough estimate, and a near-accurate
estimation of parasitics and timing budget.

5 Holistic Design for Homogeneous Systems
5.1 Design Variations
To study the impact of our flow on 2.5D system design, we prepare
several design cases as presented here. In the results section, we per-
form a comparative study among these design cases. Table 3 shows
the design parameters of these designs.
5.1.1 Case-1: Reference 2D Design Fig. 7(a) shows the fin-
ished 2D chip design. For this 2D implementation, we use the syn-
thesized netlist prepared before the partition stage. The die area is
a square with a side length of 550µm. Though the standard cells
occupy approximately 10% of the area, this floorplan allows them
to spread out in all directions to some extent. We perform the de-
sign steps like standard cell placement, clock tree synthesis, and
time design, routing, and post-routing optimizations using the tools
integrated with the chip design environment.
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Figure 6: Layouts of the chiplets for 2.5D integration

5.1.2 Case-2: 2.5D Designs The first 2.5D design (Case-2A)
is a Context-Free Single-Pass 2.5D design. In this design, the RDL
planner tool does not estimate the impact of package wires. Fig. 6
shows the finished chiplets prepared in the Case-2A design. 2.5D in-
tegration enables several flexible design approaches like plug-and-
play, Drop-in method. Based on Case-2A design, we implement two
systems (Case-2B) using the Drop-in design approach at the design
assemble stage. In one design, we have just the core-chiplet in the
package, which is a fully-functional system with only 8KB of mem-
ory. Fig. 7(b) shows this core-chiplet only system. In the other de-
sign, we include both chiplets in the package where the complete
system has 16KB memory. Fig. 7(c) resembles this extended mem-
ory system. Table 4 presents a comparative study of these two Drop-
in systems.
5.1.3 Case-3: Context-Aware Optimized 2.5D Designs In
this design, we try to include chip-package interactions in the de-
sign and optimization steps as much as possible. Unlike the tradi-
tional flow, we perform iterative improvement to achieve the max-
imum achievable performance out of the 2.5D system. We use the
RDL planner tool to generate top-level floorplans, package routing,
greedy signal assignment, and estimated wire-loads. After hierar-
chical sub-design formation, we use the estimated wire-loads to im-
plement the chiplets in the first iteration. After the second iteration,
we performed more iterations. As there was no additional improve-
ment in system performance, we take the second iteration output as
the final design for this design case.

5.2 Holistic Extraction and Analysis Results
Traditional industry-standard flow uses FEM tools to perform pack-
age extraction with S-parameters to determine package power and
signal integrity. Unlike the traditional flow, the entire 2.5D system
is in the same design environment after design assembly. Using this
holistic extraction result, our flow can achieve more accurate and
reliable analysis results. The extraction results of Design Case-3 fi-
nal iteration are presented in Table 2. For readability, we lumped
the coupling capacitances among layers M1-M5.

As observed from the extraction result, there exists sufficient cou-
pling between RDL1 of package and M6 of chiplets. Though the top
routing layer of the chiplets is M7, as seen in Table 3, the total wire-
length on M7 is very small compared to that on M6. That is why
the RDL1 coupling capacitance value with M6 is greater than that
with M7. Such detailed interaction between chiplet and package can
only be captured through a holistic extraction process as presented
in our flow. This chip-package coupling, along with the delay intro-
duced by the package wires, greatly affects the system performance.
Shown in Table 3, our analysis flow reveals this performance degra-
dation. After all the possible traditional chip-level optimizations of

(b) Case-2B: 2.5D Core-only

RDL3

M6

M1

(d) Zoom-in Shot(c) Case-3: 2.5D with 16KB

(a) Case-1: 2D Chip

Figure 7: Design layouts of (a) monolithic 2D reference design,
(b) assembled Core-only system, (c) assembled 2.5D system with
extended memory, and (d) zoom-in shot.

Table 2: Coupling and ground capacitances (in fF) between
routing layers of design Case-3 final iteration

M1-M5 M6 M7 RDL1 RDL2 RDL3
M1-M5 6120 442.2 28.65 52.95 8.102 5.862

M6 442.2 596.6 78.03 122.8 12.98 10.53
M7 28.65 78.03 30.63 15.02 1.509 2.256

RDL1 52.95 122.8 15.02 299.3 1016 39.06
RDL2 8.102 12.98 1.509 1015 298.3 1085
RDL3 5.862 10.53 2.256 39.06 1084 578.4

Ground Capacitance
Metal Layer M1-M5 M6 M7 RDL1 RDL2 RDL3
Capacitance 21119 2054 272 1040 247 636

Design Case-2, the best system performance we achieve is 245MHz.
This is significantly slower than the performance of the reference
2D system, which is 333MHz. In Design Case-3, we apply our own
strategies to minimize this degradation.

The estimated package wire-loads used in the first iteration of
chiplet design are calculated purely as a linear function of pack-
age wire-length and do not consider the coupling. Because of this
simplified wire-load model, on average, the wire-loads are under-
estimated by the RDL planner tool. However, even with this crude
estimation, we can achieve a good performance improvement over
the Case-2 Design. As observed from Table 3, after the first iteration
of Case-3 Design, which uses this estimated wire-load, we achieve
a system frequency of 280MHz, which is approximately 40% reduc-
tion in the performance gap between the reference 2D design and
the Case-2 Design. This result reveals the significance of the holis-
tic consideration of chiplet-package interactions, even at the early
design steps of 2.5D systems.
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Table 3: Comparison of die/chiplet analysis results of design cases with both chiplets

Design Case Case-1 Case-2 Case-3 first iteration Case-3 2nd/final iteration
Chip Design 2D Chip Core Chiplet Mem. Chiplet Core Chiplet Mem. Chiplet Core Chiplet Mem. Chiplet
Logic Gates# 17595 17783 132 17915 148 18214 45
Buffer/Inverter# 3700 2740 132 2865 148 2955 45
Die Size (µm×µm) 550×550 390×590 350×470 390×590 350×470 390×590 350×470
Total Chip Wirelength (mm) 412.9 350.9 40.14 361.2 45.07 366.3 41.99
M6 Wirelength (mm) 79.94 30.81 5.986 31.86 8.201 31.42 8.445
M7 Wirelength (mm) 0 1.783 0.598 1.875 0.589 2.02 0.624
Max Frequency (MHz) 333 245 280 300
Performance Gap 0% 100% 60.23% 37.50%
Chip Power (mW) 10.6 7.751 0.194 9.043 0.216 9.840 0.162

Table 4: Comparison between Drop-in systems

System Design Core Only Full System Optimized
Total Memory 8KB 16KB 16KB
Chip-Package Cap 120.7864fF 217.4089fF 232fF
Max Frequency 300MHz 245MHz 300MHz
System Power 9.578mW 8.26mW 10.0mW
Pakacage wirelength 35.41mm 94.027mm 94.027mm
Package Size 1.3mm x 1.15mm

5.3 Iterative Optimization Results
In the second iteration of Case-3 Design, we use the extracted par-
asitics from the assembled design of the first iteration. This itera-
tion adjusts the chiplet designs to match the actual capacitive loads
on driving cells. The adjustments in the second iteration can be
observed from the buffer counts of the chiplets in Table 3. Com-
pared to the first iteration design, the total buffer count of the core-
chiplet is increased. However, the total buffer count of memory-
chiplet is significantly decreased in the second iteration. This is
because, though the buffers driving the previously under-estimated
wire-loads are up-sized by two to four times, the smaller buffers
driving the over-estimated wire-loads are completely removed. All
these adjustments are performed by the traditional chip design tools
without applying any special settings. Moreover, the system perfor-
mance further improved to 300MHz, which is very close to our ref-
erence 2D design case.

Comparisons between these designs clearly show that it is essen-
tial to consider the chip-package interactions holistically to obtain
the best performance out of a 2.5D system. Our flow aims at achiev-
ing this holistic co-design and optimization goal starting at the early
planning stage of the design. Shown in Table 3, with minimal chip-
package interaction consideration, the performance gap between the
reference 2D system and Case-2 2.5D system is 88MHz. Even with
an early estimation in the first iteration, we close this performance
gap in the first iteration of Case-3 Design by around 40%. Finally,
with the iterative approach, we close this gap by 62.5% in the sec-
ond iteration.

5.4 Comparative Study of Drop-in Designs
Table 4 shows the comparison between two 2.5D systems designed
using the Drop-in approach. The Chip-Package coupling capaci-
tance is larger for the memory extended full system because of more
package wires, as seen in Fig. 7(b),(c). The critical timing path for
the extended system is between the core and memory chiplets. As

Table 5: Comparison of Holistic (Holi) vs In-Context (In-C)
ground (GCAP) and coupling (CCAP) capacitance extraction
results (in fF) of Case-3 final homogeneous design.

Metal Layer M1-M5 M6 M7 R1 R2 R3
In-C GCAP 21119 2053 273 1103 306 696
Holi GCAP 21119 2054 272 1040 247 636

In-C GCAP Err 0.00% -0.01% 0.09% 6.03% 24.0% 9.46%
In-C CCAP 9171 1265 153 1563 2489 1765
Holi CCAP 9172 1263 156 1544 2421 1721

In-C CCAP Err -0.01% 0.17% -2.10% 1.20% 2.81% 2.56%

a result, in the absence of the extra memory chiplet, the system can
operate at a higher system frequency. As Table 4 shows, the Core-
Only system can run at 300MHz while the full system without opti-
mizations runs at 245MHz. The Core-Only system can be a low-
cost, high-performance solution for the applications where 8KB
memory is sufficient. On the other hand, the memory extended sys-
tem is suitable for memory-intensive applications. Between these
two implementations of the system, the only change needed is in
the package level design, which is much cheaper and easier than
making changes in the chip level designs. This approach offers ap-
plication engineers the opportunity to make tradeoffs between cost,
performance, and memory while selecting his implementation sys-
tem. Designers can utilize our holistic flow to take full advantage
of this design approach and implement several flavors of a 2.5D
system per application needs.

6 In-Context Design for Heterogeneous Systems
Since the holistic flow requires to assemble the chiplets into a uni-
fied design environment, it cannot be applied to heterogeneous sys-
tems where the device stack are different. At the present, no stan-
dard CAD flows support including two different technology files
into a single physical design tools. Therefore, we present our in-
context design method which allows an arbitrary number of chiplets
in different technologies integrated with chiplet-package coupling
considered altogether. It is completely compatible with all standard
ASIC tools for design, extraction, and analysis.

6.1 In-Context Design and Validation Results
The first step is to create in-context designs as another level of de-
sign hierarchy. The context of a chiplet should include the area cov-
ering the whole chiplet and necessary neighboring regions. This
ensures all chiplet-package interactions are considered during the
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Table 6: In-Context heterogeneous design results with 7M3R
core chiplet in Nangate45 and 6M3R Mem chiplet in gscl45.

Design iteration LPD (ns) Max Frequency
with RDL wireload 3.55 281 MHz

In-Context 1st iteration 3.35 298 MHz
In-Context 2nd/final 3.35 298 MHz

Final Design Wire Cell Total
In-Context Power (mW) 4.29 6.22 10.51

extraction. Note that each in-context chiplet can be implemented
with different technology files. Therefore, heterogeneous systems
are partitioned into several sub-designs, where each one is an ex-
tended 2D design.

Once all bare chiplets are converted into the in-context chiplets,
a top-level design is generated to connect the individual in-context
chiplets into a merged system. However, as the top-level design
does not need details within each in-context chiplets, only RDL
routing layers are included in the design. This hides the device layer
to the top-level, thus entire heterogeneous systems can be assem-
bled. Standard extraction tools can then be used to perform extrac-
tion on each in-context design and the top-level, and the SPEF files
are stitched with hierarchical annotations.

We implement this flow using our RDL planner. It partitions the
floorplan and RDL routing into each chiplets and create the cor-
responding design hierarchy with Verilog netlists. Then, the RDL
wires are imported during the chiplet implementation to form the
in-context chiplets. The extracted SPEF files are then merged using
an STA tool. To validate our in-context extraction, the best strategy
is compare it against the holistic method. Since the holistic method
can only be applied to homogeneous systems, we performed the in-
context design extraction on the homogeneous system which is de-
signed using the holistic design method. Two in-context chiplets are
created all in our modified Nangate45 with seven metal and three
RDL layers (7M3R).

The extraction results are compared in Table 5. As results show,
our in-context extracted ground (GCAP) and coupling (CCAP) ca-
pacitance are highly close to the holistic extraction on all chiplet
layers, even though the chiplets only see a partial design of the
package. The total ground capacitance between holistic (25550 fF)
and in-context (25367 fF) extraction is only 0.71% while coupling
capacitance difference between holistic (16278 fF) and in-context
(16406 fF) extraction is only 0.79%. However, the package layer
capacitance are slightly overestimated, especially on the ground ca-
pacitance. This is mostly because of the RDL partition impact. With
RDL wires separated into multiple designs, the fringe capacitance
is computed on the cutting edge of the package wires. However,
as these cutting faces do not exist in the holistic design, the capac-
itance are extracted correctly. This needs a small modification to
existing extraction tools, or they can be subtracted from the results
for in-context design in the future.

6.2 In-Context Heterogeneous Design Results
Since our in-context design strategy targets heterogeneous systems,
to demonstrate its capability, we design a new Mem chiplets in a
different PDK. However, since the OpenRAM compiler only sup-
ports a limited selection of technologies, we implement the same

Core

Context

(7M3R)

Mem

Context

(6M3R)

Figure 8: Layouts of the in-context chiplets for heterogeneous
integration

Mem chiplet using gscl45 cell library which is bundled with the
FreePDK45. Instead of using the same 7M homogeneous technol-
ogy, the Mem chiplet only uses six metal layers (6M3R). The Core
chiplet remains the same with the 7M Nangate45 PDK, forming a
heterogeneous system with the Mem chiplets. Fig. 8 shows the lay-
out of our heterogeneous systems with two in-context chiplets.

We performed the in-context extraction on each chiplets and fol-
lowed the timing optimization flow similar to the holistic design
flow. As observed from Table 6, in-context extraction has success-
fully enabled the iterative timing optimization on the heterogeneous
designs. The designs with RDL wire-load estimation and final iter-
ation of Table 6 correspond to the Case-3 first and final iterations
of Table 3, respectively. Comparing these designs, we can see that
in-context designs achieve the same performance as the holistic de-
signs in the corresponding iterations. The minor changes in perfor-
mance are caused by the small errors in the in-context extraction
results as previously discussed. However, the results still prove that
our in-context flow, which can support heterogeneous techonolo-
gies, is as effective as the holistic approach.

7 Conclusions
In this paper, we present our holistic and in-context flow to design
and optimize chiplets and the package of a 2.5D system in commer-
cial chip design environments. The system performance and relia-
bility are highly affected by the chip-package interactions in high-
density 2.5D integration schemes. Unlike traditional die-by-die de-
sign flow, both of our flow takes into account these interactions in
design, optimization, and analysis steps of the system. In our exper-
imental designs, we found significant coupling between chiplet and
package routing wires. Careful considerations of these interactions
in planning and design stages in a holistic way can significantly
improve the system performance. With proper planning, holistic ex-
traction, analysis, and iterative design optimization, we reduced the
performance gap between the 2D chip and 2.5D system by 62.5%.
Our in-context design flow matches with the holistic flow closely
but further enables the heterogeneous design. Moreover, our flow
supports the Drop-in design approach enabled by 2.5D integration
technology which offers design flexibility.
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